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The NetApp AFF A200 is a 2U all-flash storage array that provides an attractive entry point to
NetApp's enterprise flash storage portfolio. The AFF A200 features 24 front-mounted 2.5-inch drives
managed by dual controllers, and powered by six-core Intel Broadwell-DE processors. The A200 can
be accessed with either SAN or NAS workloads (or both). The AFF A200 supports SSDs up to 15TB
in capacity, allowing a single array to be outfitted with up to 367TB of raw storage, with additional
space available via the DS224C expansion shelf.

When considering the total capacity of a NetApp AFF A200 configuration, it is important to bear in
mind that NetApp guarantees the effectiveness of its inline data reduction technologies, including
compression, deduplication, and data compaction. NetApp provides guaranteed storage efficiency
based on the types of workloads. If clients don’t realize the guaranteed efficiency, NetApp will make
up the difference. This guarantee is valid in its current form through April 2018.

Evaluating the AFF A200's data reduction effectiveness falls outside the scope of our review process,
but according to NetApp, the AFF A200 should reduce capacity requirements by 2 to 10 times. In
brief, NetApp's data compaction technology places multiple logical data blocks from the same volume
into a single 4KB block. According to NetApp, this functionality has a "near-zero" impact on
performance--which is something that falls well within our review process to evaluate. The A200's
architecture leverages the company's FAS2650 array (AFF A200’s architecture is similar to that of the
entry-FAS platform), although prior FAS2650 administrators should note that the A200 does not
incorporate NVMe FlashCache and only works with SSDs.

Much has changed within the NetApp ecosystem during the three years since our last look at

a Netapp product, the FAS2240-2. This includes the debut of the AFF all-flash lineup and the debut of
the ONTAP 9 operating system (currently at version 9.2). The AFF A200 is part of the "AFF A" lineup,
the second generation of the AFF family. Flash technology and the market for all-flash arrays have
also evolved during the intervening time. So it's reasonable to consider the NetApp AFF A200 an
indication of where NetApp sees the biggest opportunities for expanding into new markets and
consolidating the customer base built in the past with offerings like the FAS2240.

This review takes a comprehensive look at this latest generation entry-level flash storage from
NetApp, with a modestly equipped AFF A200 outfitted with 24 960GB SSDs.
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NetApp AFF A200 Specifications
Per HA Pair (active-active controller)
Form Factor: 2U
Memory: 64GB
NVRAM: 8GB
Storage
o Onboard Bays: 24 2.5" slots
Maximum SSD: 144
Maximum Raw Capacity: 2.2PB
Effective Capacity: 8.8PB (base10)
SSDs Supported: 15.3TB, 7.6TB, 3.8TB, and 960GB. 3.8TB, and 800GB self-encrypting
o Supported Storage Shelves: DS224C, DS2246
« SAN Scale-Out: 2-8 nodes
« RAID supported: RAID6, RAID4, RAID 6 + RAID 1 or RAID 4 + RAID 1 (SyncMirror)
« OS supported:
Windows 2000
Windows Server 2003
Windows Server 2008
Windows Server 2012
Windows Server 2016
Linux
Oracle Solaris
AIX
HP-UX
Mac OS
VMware
ESX

o O O O

0
o

OO%OOOOOOOOOOOO

8x UTA2 (16Gb FC, 10GbE/FCoE)
4x 10GbE
4x 12Gb SAS
. Storage Networking supported:
o FC
FCoE
iISCSI
NFS
pNFS
CIFS/SMB
« OS version: ONTAP 9.1 RC2 or later

o O O O O
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« Max number of LUNSs: 4,096
« Number of supported SAN hosts: 512
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Build and Design

The NetApp AFF A200 is built around a 24-bay chassis supporting 2.5-inch SAS SSDs. This
architecture is based on NetApp's DS224C storage shelf, matched with Intel Broadwell-DE 6-core
processors and 12Gbps SAS connectivity to internal and external drives. From a design perspective,
Netapp over-built everything for the utmost level of redundancy. MP-HA (Multi-path High-Availability)
SAS connections route internally and externally, so each controller can talk to every drive through
multiple pathways, even if one link is detached or over-utilized. Additionally, the unit sports an
NVMEM battery, which when fully charged is able to handle 25 separate power-fail events, giving
each controller enough uptime to de-stage in-flight data to an onboard-boot device. Furthermore,
even the de-staged data is fully encrypted to protect it, regardless of the event that caused the power
failure in the first place. This same level of resilience shows itself in the design of the chassis cooling
and power systems, where each power supply alone can fully cool and power the system indefinitely
under normal operating conditions.

The front of the device is simple enough with a NetApp-branded bezel covering the drive bays. On
the left-hand side is the power button, along with an LED display indicating faults and activity status.
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The rear view has a bit more going on with various cable paths, but it's the connectivity that allows
most of the redundant magic to happen. There are two nodes and the device is split down the middle
with either side being identical to the other. On the left side of each controller are two SAS ports.
These are used in conjunction with additional additional storage shelves, as well as also acting as an
external redundant link between each controller for HA SAS connectivity. Next to the SAS ports are
two 10GbE ports that allow node-to-node connectivity. In a single-pair deployment, both nodes are
directly connected to one another, while in a larger cluster (Clustered Data ONTAP), these ports are
connected to a dedicated switch for cluster traffic. Next are four UTA2 ports, which can be configured
to operate in FC or Ethernet personalities for the primary data or network fabric. Above the UTA2
ports is a console micro-USB port. To the right of the UTA2 ports are a RJ-45 console port and USB
port. And on the right-hand side is the management port. Beneath the ports listed are the dual power
supplies.
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Management

The NetApp AFF A200 runs ONTAP 9.1 and up; 9.2 came out during our review. The Ul is NetApp’s
OnCommand System Manager. Along the top are several main tabs including Dashboard, LUNSs,
SVMs, Network, Hardware and Diagnostics, Protection, and Configurations. Through the main
dashboard, users are able to easily see alerts and notifications, how man nodes are currently being
used (in our case 2), storage efficiency, Top Objects, and a read out on current performance in
latency, IOPS, and bandwidth.

B-s
¥ SEA200 - NetApp OnCo X
‘ <« C | A Not secure | bus//176.16.38,10/sysmgr/SysMgr.htm|# %! b :
NetApp OnCommand System Manager Help * | Administration | adein | Sign Ot
Dashboard | LUNs | SVMs | Network and D = jon~ | Confi Al "]Se.yv:r Q o . \
SRA200 Newapp Release 9.1: Fri Dec 23 04.09:51 UTC 2016
A\ Nerts and Notifications 1© triciency and Capacity 44 Performance o
No slens Effidency  Aggregate  Volume == Average .
1
O custer v Sedngs from storage -
efficiency g
> o0s
H
5
2 Uicense entitement rigk is medium
1 Ufs not 8t home | 1:1 »
Logical space used: 10478
Prysical space used: 10478 ~=- Total
00
i
& WM
Sivodes [ 700 Objects g
2 Nodes © 1op Crenss v | by 10Ps v | ©psi5) o
£ Dota ONTAP 471 Falies: For top_dlient object, no instances
were found to matcn the given query. - Toal
| 2= 3 a) $R4200_1 (AFF.A200) 1500
L] L) SRA200.2 (AFF-A200) }
S MM
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Under the LUN tab, users can easily manage their LUNs as they are listed by name and clicking on
one brings up the properties at the bottom of the screen.

Y SRA200 - NetApp OnCo X

‘mmlhmr&w\lm]
@ Creste ) Core (¥ ter X Swese | O Saun v | G2 move i Storapegos 1 Retrenn

o-oEE

&« C | A Notsecure | I;Rﬁ‘i'!/176.1&38.10,fsyimgr/SysMgr.htmlvdusterlun Q: |
NetApp OnCommand System Manager Help ~ | Administration * | ademin | Sign Owt
Dashboard | LUNs | SVMs = Network | Hardware and Diagnostics~ | Protection- | Configurations Al [+ searen Q-
LUNs

| Neme Y s ¥ Container Path Y SpaceResenvazon Y Averadle Size Total Size ¥ %used Type ¥ S Y@
ir maniund morgecd NoUmEDdna0 Enaties 59495 M8 1290168 99.55% U ©® oniine -
mab2iund mongodd Novmandetadl Enabled $33.71 M8 129.01G8 99.6% Linux ® oniine I
mabiundt mongodd novmaendesdl Enabies 528.56 MB 1200168 99.6% Limx © oriine
manT e MONgecD NOYMERINN02 Enabies S9s95MmE 1290168 99.55% Limux @ oniine
mab2iund2 mongodd NoVmaDdesd2 Enabied s33.7Mm8 129.01G8 99.6% Linux ® oniine
mdbliund2 mongodd No¥mabdeisd2 Enabled $28.56 M8 129.01G8 99.6% Lionx ® Oniine
menlive03 mongecs AoVmendmad3 Enabies 59496 MB 1200168 99.55% Limix © oniine
mab2iund3 MeNgocd AoVmendead3 Enabled S33.71mB 129.01G8 99.6% Limux ® oniine
|_mdbliund3 mongodd NoVmabdetad3 Enabled $28.57 M8 1290168 99.6% Limux ® Oniine !
LUN Properties :
Name: mad it Policy Group: None
Comainer Patn NoVmaddatadl Maxinum Na
sze 12901 68 Througheut
Status: @0nine Marve Jod Surus: NA
Type: Unese ;o:;:u: Failure NA
LUN Clane: faise -
| Decalls | Inivator Groups | initiacors | Performance [

10
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Also under the LUN tab is the sub tab for Initiator groups. Here users can easily see and manage the
name, SVM, type, OS, Portset, and count.

|-
Y SRA200 - NetApp OnCo X
&« C | A Notsecure | burs//176.16.38.10/sysmgr/SysMgr.htmi#clusteriun s
NetApp OnCommand System Manager Help ~ | Administration ~ | adein | Sign Owt
Dashboard | LUNs = SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations Al [ ] searen Q o v
LUNs
| LUN Management J Initistor Groups i Portsets ]
@ Creste [ o X Oeiece |5} Retresn
Name ¥ S ¥ Type ¥ Operating System ¥ Portset ¥ Mzissor Count =
Emant mongecd FO/FCOE Linux NA- 1
ig.mdb2 mongodd FOUFCOE Uinux NA- 1
mdbd mongocd FORCOE Unux Na. 1
L7 SOvSRrver FOFCOE Vidware -NA- 1"
Intators B
10:00:00:90:fa:53:¢9:%a
I T
Initiators Mapped LUNs

11
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The next main tab is SVM (Storage Virtual Machines). Clicking on this tab gives users a list of SVMs,
along with their details in the bottom left-hand corner.

n - O b
¥ SRA200 - NetApp OnCo X
&« C | A Not secure | bws//176.16.38.10/sysmgr/SysMgr.htmI#svmdashboard %l
NetApp OnCommand System Manager Help * | Administration = | ademin | Sign Owt
Dashboard | LUNs | SVMs | Network | Mardware and Diagnostics~ | Protection~ = Configurations Al [+ searen Q o .
SVMs
B cese [ e X Dwese | O s Q sup | R Manage | 1} Revesn
Name ¥ Ste Y Sudbtype ¥ Allowed Protecols ¥ IPspace Y Volume Type ¥ Configuration State v B
mongodd running defaut FC/FCOE Defaurt Fexvol Vorume Uniocked =
srvserver running default FOFCOE Defauit Flexvol Volume Unilocked
Detaits Peer Storage Virtual Machines =
Protecols FaRcot Name Chuster Status Applications B
Adminigtrative User: vsadmin{Unlocked) -
Management Interface: Add Interface
Snapshat policy: cefpur
NIS gomain: NA.
LDAP clent: Na-
Language: CUTF8
Volume Type: FlexVol Volume -

12
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Clicking on a specific SVM gives users several other options such as an overview that shows things
such as connection, volumes nearing capacity, and performance of the SVMs.

n-d x

¥ SRA200 - NetApp OnCo X
<« C | A Notsecure | bars//176.16.38.10/sysmgr/SysMgr.htmI#svmésvm =srvserver Qy e

Help ~ | Administration ~

Al v | search Q o v

NetApp OnCommand System Manager
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations

srvserver ¥ | Owvervew Volumes Application Provisioning LUNs | Qurees Quozas SVM Semings
srvserver
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FC/FCoE —- Average —— Read = aneJ
; L
- 078
Volumes Nearing Capacity g
E os
Volumes exceeding used capacty of (80 % @ ¥
028
0
10:25:00 102630 1028:00 1029:30 103100
Latency Chart
== Total ==~ Read = Write
200 h :
soct 21 [T 2215
soe oo T 2% :
poct ked | []sos 3 .
poct_ w8 | ] wex ®
=
poct w2 [N ] ta77% 2 o
o
19:25:00 102630 1028:00 10:29:30 103100
10PS Chart
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When clicking on an SVM, there are several other sub-tabs including Volumes, Application
Provisioning, LUNs, Qtrees, Quotas, and SVM Settings. Under the Volumes sub-tab, users can see
the volumes set up, edit or remove them, take a snapshot, and adjust the QoS among other
functions.

o - oEEm

¥ SRA200 - NetApp OnCo X

<« C | A Not secure | bws//176.16.38.10/sysmgr/SysMgr.htmI#volumesisvm = srvserver o« : ‘
NetApp OnCommand System Manager
Dashboard | LUNs = SVMs | Network | Mardware and Diagnostics~ | Protection~ = Configurations Al v | search Q o .

srvserver ¥ || Owerview | Volumes | ApplicationProvisioning | LUNs | Qurees | Quotas | SVM Sewmings

Volumes
Volumes FlexGroups

|| B cronte [ g3 X Ovece |y Cone v © Suns v @) Smaprhot Copies ~ | 8] Resize | §99 Seceage tciney 69 Move [l StorapeQos | ) procect || Q) Retresn

Nome Y Agiregame ¥ | Status ¥ ThinProvisioned ¥ % Used ¥ AvailadieSpace ¥ Touw Space ¥ | StocageEfficiency ¥ IsVolumeMoving ¥ | Encrypted v (B
peczotistl aggrin2 © oriine Yes 93 69.55GB 178 Enabled No No =
poctootige2 aggrinl ® Oriine Yes 8 15556 GB 178 Ensbied No No
poctooiiie aggrin2 ©® Oriine Yes 84 160.94 GB e Enabied No Ne
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pectociines 2ggr1n2 @ Oriine Yes 83 17125 G8 118 Enabled No No
pectocion aggri_nt © Oriine Yes o 6957GE 178 Ensbled No No
pocroctis? aggrin2 o Online Yes 84 159.15GB 1Te Enadled No Neo
pocooiiies aggrinl ® Oniine Yes 92 7376 GB 178 Enabled No No v

General s

Name: PAcTOOkitt Autogrow Mode: Srow_shrink

Seatus @ 0nine Autogrow Maximum Size 12718

Maximum Files: 21.25m Snapshoe Autodelece: Enavled

Current Fles: o Snspshot Autodeiete Commitment Try

Language CUTE.S (POSIX with UT... Junction Pagn: o

[ n ] n r 1

1“ Details || Space Allccation Snapshot Copies Storage Efficiency Data Protection Volume Move Detais Performance
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If users want to edit one of the volumes, they need only right click a volume and they are brought to
the screen below. Here they are given three tabs to edit including General, Storage Efficiency, and

Advanced. As the name implies, the General tab allows general information to be edited including the

name, security style, and whether or not the volume is thin provisioned.

m-s
Y SRA200 - NetApp OnCo: X
‘ €« C | A Notsecure | bap//176.16.38.10/sysmgr/SysMgr.htmi#volume&isvm = srvserver | H ’
NetApp OnCommand System Manager P ~ | Administration ~ | admin | Sign Out
| Dashboar | Luns | swis | (k| Harware and -1 - | ann la [¥]seorcn Q-
1 |
[sosever ]| Ovenview | Volumes | A "MV
| General || Storage Efficiency | Advanced
Volumes Mot i !
Volumes FlexGroups N
me: poctooldtl
[ Crose B 6o X wece | Cone~ B s~ @1 SV e Lo Bt ’ I
Neme T Aggregate T Seetus () Configure UNIX permissions (Optional) Read  Write Execute | Is Volume Moving 'l Encrypted ¥ @B
a
! g2 Oonee | (. P B ® e = !
1 ® Oniine
FEEIE o Group B B ® e *
pecioonid gy ® oniine " N
= Otvers P B ® 2 3
pociconitd 2551 ® Oniine No No
¥ Thin Provisioned
poctooiiciS oggrin2 ® Oniine No No
When 8 volume is thin provisioned, space for the volume is noc allocated in advance. Instead, space is aliocated as
poctookith aggri_nt © oniine Cath i written 10 the volume. The unused aggregice Space is avaabie 1o cEher thin provisioned volumes 303 LUNS. No No
Tell me more adDOUL Thin P’O{Glﬁ’hﬂg
pociooii? aggri_n2 ® oniine No No
pocoondits g ® oniine No No
=~ v
-
General
Neme: poctooit] A
Status: @ 0nine A
Maximum Fles: 21.25m St
Current Flles: 0 St
Save Save and Clase | | umCancel
Language: CUTF-8 (POSIX with UT... n
Ilnisama Frarian Cunnce Dakoe A I b
Detaits HM;IMLH&JM_NL@_HM !M] |
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Storage Efficiency allows users to edit the data-reduction capabilities within the volume. This includes
turning on or off background deduplication, inline compression, and inline deduplication.

o-s
Y SRA200 - NetApp OnCo: X
< C | A Notsacure | burs//176.16.38.10/sysmgr/SysMgr.htmievolume&isvm=sevsarver |
NetApp OnCommand System Manager
loashboardll.lmslsvusl | Ho - - | ranh Ly || searen Q-
=
[srsemer  [v]| Ovenview | Volumes | n“"'“’""
|| General || Storage Efficlency | Advanced
Volumes {lp=Sore ‘ ‘
Volumes FlexGroups [ Background Dedupikcation
B crosce ¥ tox X Owiece | Cone > O sums~ @1 | I
Name ¥ Aggregste ¥ seus | Is Vorume Moving Y Encrypted v
pecteonat aggr1 02 © oniine I I No No [‘
pociooki2 aggri o ® oniine @ Inine Compression No No
= ° Compress data while writing. P "
b @ Inkine Deupiication 2
pocookind 851, @ oniine Removes duplicate data before it is written to the disi. Iniine decuplication is only appiicable to SSD blocks. No No
o ° Tell me mace adout storage efficiency. 7 5
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-
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Advanced allows users to set space reclamation, including automatically resizing the volume and
deleting old snapshots. Users can also enable fractional reserve and update access time when a file

is read.
B-cEN
MW SRA200 - NetApp OnCo: X
3 C | A Notsecure | barS//176.16.38.10/sysmgr/SysMgr.htmi#volume&isvm=sevserver ﬁ‘ 3
NetApp OnCommand System Manager
| Dashboard | Luns | swmis | | and -l | fnnn L [¥|searcn QR O-
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a a“ L l% < e 2l Autegrow Mode: O Grow @ Grow or Shrink | I
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M. See v
poctoondn! g2 © Oniine l bamomze (12 L I"’ No }‘
peciooiin gy ® oniine ) Ausomatically celete older Saapshas copies No No
pocooia3 ugn2 @ Oniine Commitment: | Try v = "
pocooiond 25571 ® oniine No No
= [ Enadle Fracticnal Reserve (100%)
poctooiicicS oggrin2 © Oniine No No
L Upcate access time when & file is read
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poctoona? aggr1 o2 © oniine No No
pactoonins aggri ® oniine No No
~ -
-
General
Neme:
Status
Maimum
-
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The next sub-tab is Application Provisioning. As the name implies, users are able to provision certain
applications for SVMs under this tab. These applications (and their templates) include Oracle SAN

Oracle Single, Oracle SAN Oracle RAC, SAN SQL Server, SAN Virtual Desktop Instance, and SAN
SAP HANA.

o - oEEm

& C | A Notsecure | buffs//176.16.38.10/sysmgr/SysMgr.htmI#storageappsfisvm = srvserver&app = SANAFFSinglelnstanceOracle ol : ‘

Y SRA200 - NethApp OnCo X

NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Network | Mardware and Diagnostics~ | Protection~ = Configurations Al v | search Q o .

srvserver v Ovenview Volumes Application Provisioning LUNs Qurees Quozas SVM Semings

Application Provisioning

| & B B L EF

SAN Oracle Single SAN Oracie RAC SAN SQL Server SAN Virtual Server SAN Virtual T
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Template to provision storage for Single Instance Oradle database aver SAN -
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-
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The LUNSs sub-tab for SVMs enables users the ability to see, manage, and edit the LUNs for each
SVM. The LUNSs are listed by name (though this can be adjusted) with general details for each. And if
users click on one, they can see more advanced properties at the bottom.

¥ SRA200 - Nethpp OnCo: X

<« C | A Notsecure | bufs//176.16.38.10/sysmgr/SysMgr.htmi#lun&svm =srvserver w ol : ‘

NetApp OnCommand System Manager

Dashboard | LUNs = SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations A vIS(.!!{V‘ Q ° .
srvserver v Overvew Volumes Application Provisioning LUNs Qurees Quozas SVM Semings

LUNs
wNMJ Initistor Groups | Portsets |

'\chu ‘D Osme [ Ese X Overe | © suus v | GO Move B StorapeQes 1 Retesn

it Name ¥ Container Path Y Space Reservatcn Y Availadle Size Total Size ¥ % Used Type ¥ Swtus v B
I poczootdrn veupoctoolioel Disabied 51468 1000 GB 54.86% Wware ® oniine -
poctoold Aol/poctool Disatied 14377 GB 1000 GB 85.62% Viware © Oniine
poctoolitd AOUpOcIooGs Disatied 14749 G8 1000 GB 85.25% VWware ©® oniine
poczoolived ovpoctoolided Disabied 5323GB 1000 GB S4.67% Viware ® oniine
poctootits ou/poctooliss Disabied 15854 G8 1000 G& 84.15% VMware ® Oniine
POl AoUpoctooliits Disabied 5153G8 1000 GB 94.34% WWwace ©® oniine
poctooliot? Neupoctoolie? Disabied 149.29GB 1000 GB 25.01% VWware ® oniine
poctooluisd oipocsoolots Disabied 56.56G8 1000 GB $4.34% Wware ® oniine B
LUN Properties -
Name: poctoolditt Policy Group: None
Comtainer Path: Aovpeciooiitl Maximum NA
Size 1000 GB Theougneet
Sows: @ 0niine Move Job Stecus: NA
Type: VMware ::a’:o:\.“ L A =
._ Detalls | Initiator Groups | nitiazors | Performance
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An important sub-tab under SVMs is the Settings tab. This tab allows users to see things such as
protocols, policies, services, user details, and the current statuses.

o-oEE

¥ SRA200 - NetApp OnCo X |

&« C | A Notsecure | bafs//176.16.38.10/sysmgr/SysMgr.htmI#fcfcoelisvm =srvserver ‘Q': )
NetApp OnCommand System Manager Help ~ | Administration = | ademin | Sign Out
Dashboard LUNS SVMs Network Hardware and Diagnostics Protection ~ Configurations Al tv Search Q o -
srvserver I Overview Volumes Application Provisioning LUNs Qerees Quozas SVM Setings
SVM Settings

Protocols ¥ tox © s Q sw0p |} Retresn

FCIFCOE -
Policies Status @ FUFCOE senvice s rumning

EMhckey Polcies WWNN: 2000004098 41.05:04

Protection Policies FOPCOE Interfaces:

Snapshot Policies Neowork Inzertace ¥ WWeN ¥ CurrenzPort Stnus v

QoS Policy Groups =8 2001:00:0056 218503 SRA200_1:0¢ ® znavies
Services. foir2 200200:0058 81 b5 04 SRA200_1:0d ® trsvies

NIS faif3 2003000058 86504 SRA200_2:0¢ © travec

LDAP Cliens foits 2004002058 2155 04 SRA200_2:04 © sraziec

LOAP Configuration

ONS/ODNS
SVH User Details

Users

Roles
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The next main tab we look at is the Network tab. This tab has several sub-tabs including Subnets,
Network Interfaces, Ethernet Ports, Broadcast Domains, FC/FoE Adaptors, and IPspaces. The first
sub-tab we’ll look at is Network Interfaces. Here users are able to see the Interface name, the SVM,
IP address, the current port, whether or not it is a home port, the type of data protocol access,
management access, the subnet, and the role. Clicking on an interface also shows general and
failover properties.

H-oE
¥ SRA200 - NetApp OnCo X
&« C | A Notsecure | barfs//176.16.38.10/sysmgr/SysMgr.htmI#network e i ‘
NetApp OnCommand System Manager Help ~ | Administration = | ademin | Sign Owt
\ Dashboard | LUNs | SVMs = Network | HMardware and Diagnostics~ | Protection~ | Configurations al v | searcn QO-
|
Network
Subness | Network Interfaces  Ethernet Ports | Broadcast Domains [ FO/FCoE Adapters  IPspaces
8 crese G tac X Deiece | Sacus v @, mgrae B Send o iome | £} Retresn
T Incerface Name Y Storage Virtual Machin.. ¥ IP Acdress/\WWPN ¥ Curren Port Y IsHomePortY Dota ProtcolAccess T Managementaccess ¥ Subnet ¥ Role v B
[
° SRA00_1_fc_ W1 mongesd 200050020582 0504 SRA200_1:0¢ Yes p No NA- Do -
° SRA200_1_fc W 2 mengedd 2006000058 2t 05 ed SRA200_1:00 Yes fop No NA. Deta
® s >3 ALAl mongoad 2007002038 2 0508 SRA200 20¢ Yes fcp No -NA. Data
®  sRA2002.% 02 mengesd 200800009820 5503  SRA200.2:0d Yes fcp No NA- Data
® shzerver 2001000058 00864 SRA200_1¢ Yes to No NA. Dot
® wn srvserver 20:0200:20:38 2 D504 SRA200_1:00 Yes fcp No -NA- Data
® win srvserver 2003000058 a0 0504 SRA200_ 2% Yes < No NA- Cona
® srvserver 2004000058 2 0504 SRA200_200 Yes o No NA. Dets
B consenns ans PR scosessnsasa £AL208 Suntn aia P >
General Properties: Fallover Properties:
Network Address/WWPN: 20:05.0020:98 a¢ 0504 HomePort:  SRA200_1:0¢(-NA-)
Role: Data Currenz Port:  SRA200_1:06(-NA-)
1Pspace NA- Faiover Policy: disabled
Broadcast Domain: NA- Fallover Group: -NA-
Asmingirative Satus.  Enabled Faiover Suce: -NA-
DDNS Szacus: NA-
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The Ethernet Ports sub-tab lists the different ports, what node they are on, their broadcast domain
and IPspace, and what type they happen to be. Clicking on a port also gives users the properties and
interfaces.

¥ SRA200 - Nethpp OnCo: X

<« C | A Notsecure | barfs//176.16.38.10/sysmgr/SysMgr.htmI#network % e
NetApp OnCommand System Manager Help ~ | Administration = | ademin | Sign Owt
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations A ] search Q ° -
Network
Subnets |f rfi Eth Ports ‘ B Domdnsl FC/FCok Adapters  IPspaces
@ CreseimertaceGrovp (B Crese VAN (1] far X Owiece | 8] Refresn
¥ Port ¥ Node ¥ Broaccast Domain Y #space ¥ Type v 1B
® om SRA200_1 Default Defsurt physical e
® SRA200_1 Cluszer Cluster physical
® SRA200_1 Cluster Cluster prysical
® om SRA200_2 Defsuit Defour prysical
® SRA2002 Cluster Cluster physical
® SRA200.2 Cluster Cluster physical
Ethernet Port Properties Interfaces on the Port -
Administrative Operational Interface Name ¥ ™ Y 1P Adcress ¥ AtHome vy @B
Auto Negotistion true Auto Negotation: true SRA200-01_mgmet SRA200 176.16.38.1 e -
Duplex Mode: o Duplex Mode: fur
Speed: o Speed: 1000
MTU Size (in Byzesy 1500 Heanh Status O resitry
- .
E = -
. Detalls Performance
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The Broadcast Domain sub-tab tells users whether the broadcast domain is a cluster or default, its
maximum transmission units (MTU), its IPspace, and its combined port update status.

o=
Y SRA200 - NetApp OnCo X
(3 C | A Not secure | ba%//176.16.38.10/sysmgr/SysMgr.htmI#network !
NetApp OnCommand System Manager Help ~ | Administration = | adenin | Sign Ot
Dashboard | LUNs = SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations Al [v]searen Q o v
Network
Subnets |f Network Interfaces  Ethernet Ports | Broadcast Domains =~ FOFCoE Adapters  IPspaces
(@ Create [V tas X Oetece | £} Retresn
Broadcas: Domain ¥ MY T Pspace ¥ Combined Port Upciate Status vy B
| Cluster 9000 Cluster complete =
Defauk 1500 Defauk complete
Port Detalls
Port Name SRA200_1 SRA2002
s ° o
) [} o
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The FC/FoE Adaptors sub-tab shows information about the adaptors such as its WWNN, which node
it is on, which slot it is located in, its WWPN, its status, and its speed. Clicking on an adaptor gives
users additional details such as media type, connection established, fabric established, speed, port
address, and data link rate.

o - N

Y SRA200 - NetApp OnCo X

<« C | A Not secure | ba%//176.16.38.10/sysmgr/SysMgr.htmI#network g | [ : ‘
NetApp OnCommand System Manager Help = | Administration = | ademin | Sign Owt
Dashboard LUNS SVMs Network Hardware and Diagnostics Protection « Configurations Al ¥ | Search Q o -
Network

Subnets |f Network Interfaces  Ethernet Ports I; Broadcast Domains | FOFCOE Adapters  IPspaces
i B e | Staus ~ |} Retresn

WWNN ¥ Node Name ¥ Skt ¥ WweN ¥ | Status ¥ Speed v 1B
| 50:08:09:5080:53:31.00 SRA200_1 Oc 50:00:09:83:20:53:3¢.00 oniine suto =

5000:09:8080.53:30.00 SRA200_1 (] 5000.09.848053:30.00 online wto

50:00:09:8030:53:31.00 SRA200_1 Oe 50:00:09:81:80:53:31.00 linik nex connected o
| 50:00:05:80:20:53:31.00 SRA200_1 of 50:00:05:8220:53:31.00 link nee connected suto

5000098080340 SRA200_2 3 50000983 80¢3.40: onvine Ut

5000078030340 SRA200.2 0a 50000784 30¢3:30 M online o
[ 50:0:05:80:30.c3:40:> SRA2002 Oe 50:00:05:81:30:c3:40:> link nex connected suto

5000098080340 SRA200_2 or 5000098280340 link not connected suto

Adapter Detads
Media Type Point to Point Port Agdress 71680
Connectcn Eszadisned P Daza Link Race: 16Go
Fabric Estabished true
Speed. Automatic
Detalls ! Performance
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The next main tab is Hardware and Diagnostics. This tab gives user a drop-down menu with several
options. One of the options is disk, with two sub-tabs, Summary and Inventory. Under Inventory,
users are able to see all the disks in their cluster, the names, container type, home and current
owner, type (in this case all SSD), RPM (in this case, none--as the disks are all SSDs), effective size,
and physical space. Clicking on a disk also provides additional details such as aggregate, vendor ID,
zeroing, serial numbers, and broken details.

\ Disks

¥ SRA200 - Nethpp OnCo X

Summary | Inventory |
¥ Assign | (@ Zero Spares | &) Retresh
Name ¥ Container Type ¥ Home Owner
1018 Shared SRA200_1
101 Shared SRA200 2
102 Shared SRA200_1
105 Shared SRA200,
1012 Shared SRAZ00,
100 Shared SRA200,
1014 Shared SRA00,
1023 Shared SRA200.2
1018 Shared SRA200 2

Detaits

Aggregate: 2ggr0_SRA200,1 023871 n1.ag8r1 n2

Vengee 1D NETAPP

Zeroing (%) Zeced

Serial No SISENAOMC09658

Broken Desais: NA.

&« C | A Notsecure | bufs//176.16.38.10/sysmgr/SysMgr.htmi#clusterdisk

NetApp OnCommand System Manager Help ~ | Administration ~ | adenin | Sign Owt

‘ Dashboard LUNs = SVMs | Network | Hardware and Diagnostics~ | Protection =
|

Y Current Owner
SRA200_1
SRA200_2

SRA200_1

SRA200,1
SRA200_1
SRA200_1
SRA200,2

SRA200.2

Configurations

¥ Type

$50

550

$50

350

Al

¥ Effective Sze

8940168

8%4.01G8

89401 G8

8940168

8%4.01G8

834.01G8

8940168

8%3.01G8

834.01 G8

v sesrr

¥ Pnysical Space v B

§9425G8

£9425GB

g9a25Ge

§9:2568

§3425GB

8342568

§9:25G6

§3425GE

53425 G8

o-oEm

ﬁt\-i‘

Q Q-
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Users can look at aggregates in order to see information such as the name, which node they are on,
the percentage used, available space, used space, total space, volume count, and disk count.

Dashboard

Aggregates

Name
2380_SRA200_1_0
25870_SRA200_2_0

g

e o0 0 0

aggrin2

Name:

Status

RAID Type:
Roce:

Fles:

Maximum Fies:

Checksum

| Detsts

Y SRA200 - NetApp OnCo X

NetApp OnCommand System Manager

LUNs SVMs Network

¥ Node ¥ Used (%)

SRA200_1 95
SRA200,2 95
SRA200_1 67
SRA200_2 65

#EE0_SRA200_1 0

.Dﬂnﬂe

RAD-DP, norma

Yes

96

31136

biock

i 5

| Volumes Disk Layout

Hardware and Diagnostics ~

« C | A Not secure | bwrfs//176.16.38,10/sysmgr/SysMgr.htmi#clusteraggregate

[B cresce [¥ Eon CP AsaCapacry B Miree X Deiwse | [ suus v G2 volume Move | 1} Refresn

Y Avallabie Space
17.85G8
1785GB
2353718

anTe

Performance

Protection =

Configurations

Y Used Space

3505768
35057GB
52378

50478

Efficency

o-oEE

Al V | Search

¥ Voiume Count ¥ Ousk Count
1 10
1 10
9 3
9 3

% B
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The Diagnostics for nodes gives some general information such as the name, status, up time,
ONTAP version, model number, system ID, serial number, and whether or not the node is all-flash

optimized.
H--En

¥ SRA200 - NetApp OnCo X
€ C | A Not secure | bagS//176.16.38.10/sysmgr/SysMgr.htmI#controllerdashboard %l

Help * | Administration = | admin | Sign Owt

NetApp OnCommand System Manager
" |+ searcn QA Q-

Dashboard LUNs | SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations

Nodes
3 Rafresn
 Name ¥ Sure Up Time Daza ONTAP Version Mode! Sysiem ID Serial No All Flash Optimized ®
SRA200_1 v up 54 dayls) 143309 NewApp Release 9.1:FriDec .. AFF-A200 05370832836 621708000117 Yes =
SRA2002 v up 131 dayfs) 1:48:04 Netipp Releaze 9.1:FriDec . AFFA200 0537084158 621708000116 Yes

Name: SRA200_1
State: ¥ Up
Up Time; 54 day(s) 143309

I > |«
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The Diagnostics for Events gives admins a fairly detailed message about events, their severity, where
they originated, the node they happened in, the date and time, and other details of the event.

o-oEE

¥ SRA200 - NetApp OnCo X

<« C | A Notsecure | burs//176.16.38.10/sysmgr/SysMgr.htmi#events ‘ﬁ: ) :
NetApp OnCommand System Manager
Dashboard LUNS SVMs Network Hardware and Diagnostics ~ Protection « Configurations Al v Search Q o -

Events
3 Refresn
Tine ¥ Node ¥ Severiy ¥ Source ¥ et ¥y B
JUV242017 12:11:54 SRA200_2 sert mgwd security invalid login: Felled to authenticate login_.. = |
JUV23/2017 00:15:05 SRA200_1 ert vifmgr vifregr ifs nocedundancy. No redundandy in the
Jub2372017 00:1508 SRA200.2 slert vifmgr vifrgr.ifs.noredundancy: No redundancy inthe .
Jul1&/2017 00:15:08 SRA200_1 slert vémgr wifmgr.ifs.noredundancy: No redundancy in the .
JuVE/2017 00:1505 SRA002 dert viemgr viftegr 15 noreduncandy. NO redundancy in the
JUI2017 154224 SRA200.2 dert env_mgr nvmem batzery FET.off: Tne NVMEM Datery cha...
W07 12:2913 SRA200 2 slert env_mgr nmvmem.battery FET.off. The NVMEM battery cha..
JVI2017 12110092 SRA200_1 dert env_mgr vmem.battery FET.off. The NVMEM dattery cha..
JUVO2017 00:15:05 SRA2001 dert viimgr wifegr 5. noredundandy: No redundancyinthe .. ¥

Details

Evers: security.Invaiidogin: Falled to authenticate login attemp 1o Vserver: SRA200, username: admin, application: hip.

Message Name: security invalig logn

Sequence Number: 18955

Descripton: This message cccurs when an sttempt is made to access the appliance by using Invalld suthentication credentials.

Action: Verify that the Lser Made 3 SENUIne ATTEMER IO 3CCESS The SysTem. If NOL LSE The "Securiy IOgin Celete” COMMANG 10 SiNEr rEMOIVE IHe CCOUNE OF LS TNE “SECurily g I0CK” COMMANY 10 10Ck The SCOLAT 10 Cisaliow 32Cess 10 the

System using that user 8cCount. Aiso, strengihen the authentication credentia's of the user account by updating it More detall regarding the authentication falure is avaladle in suditiog file.
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The next main tab is Protection, which gives users a drop-down menu for snapshots. Users are given
a screen for scheduling snapshots, with various options being time-based or interval-based.

o=
¥ SRA200 - NetApp OnCo X
<« C | A Notsecure | burs//176.16.38.10/sysmgr/SysMgr.htmi#schedules o
NetApp OnCommand System Manager Help ~ | Administration *
Dashboard | LUNs = SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations All || searcn Q o -
Schedules
[# cresce ¥ €an X Deese | 1} Fetresn
Name ¥ Type v (B
Smin Time based 5
8howr Tire based
Auno Balance Aggregate Scheduler Interval based
dally Time based
howrty Tire based
RepostonBaanceMonzorobSchecue Interval based
weekly Time based
Details: -
Runs a2
Hours: hour
Minuces: 0,5, 10, 15, 20, 25, 30, 35, 40, 45, 50 and S5th minute
-
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The other screen under the Protection tab allows users to set snapshot policies.

¥ SRA200 - Nethpp OnCo X

& C | A Not secure | bwps//176.16.38.10/sysmgr/SysMgr.htmi#clustersnapshotpolicy
Help ~ | Administration *

Al [ ]searcn Q ° .

NetApp OnCommand System Manager

Dashboard LUNs | SVMs | Network | Mardware and Diagnostics~ | Protection~ | Configurations

Snapshot Policies
[ creace LY esx X Dwese | Viewas: BE Ut 5 Tree | © swus v & Retresn
Policy/Schedule Name Seatus Maximum Snapshots Coples to be Retained SnapMirror Ladbel
b defour © enavies 10
b defau-tweekly © cnsvies S
none © gisavies 0
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The final main tab is Configuration. The Configuration tab has many subsections on the left-hand side
including Configuration Updates, Service Processor, Cluster Peers, High Availability, Licenses,
Cluster Updates, Date and Time, SNMP, LDAP, Users, and Roles. Clicking on Service Processor,

users see the nodes in the cluster, their IP addresses, status, and MAC address, as well as network
and general details.

m-c
Y SRA200 - NethApp OnCo X
‘ &« C | A Notsecure | burfs//176.16.38.10/sysmgr/SysMgr.htmi#serviceprocessor o [ : ‘
[evop oo e e e
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations " v [ searcn QA O-
Configurations
| Cluster Settings (7 et | GooaiSettings | '3 Retesn
| Configuration Updates | Node ¥ 1P Adcress ¥ Sttus ¥ MAC Address vy B
Service Processor SRA200_1 176.1638.12 Oniine 00:20:98:215e74 :
Cluszer Peers SRA200 2 176163813 Onine 00:20:98:2105:06
High Availabiy
Ucenses
Cluster Update
Date and Time
Services
SKNMP
LDAP
Cluster User Details .
Users Network Detals Ganeral Detals
Roles 1P Address: 176.16.38.12 Firmrware Version: 5.1
Netmask: 25525500 Firmware Enabled
Gateway: 1761601 Autoupdate:
1P Source: Manual Assignment
MAC 00:2058afSe74
Address:
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Under Cluster Update, users can see what updates are available through ONTAP for their cluster and
what the update entails.

H--En
/U SRA200 - Nethpp OnCo: X

« C | A Notsecure | burs//176.16.38.10/sysmgr/SysMgr.htmi#clusterUpdate b+3 , to
NetApp OnCommand System Manager

Help ~ | Administration = | adenin | Sign Owt

Dashboard LUNs | SVMs | Network | Hardware and Diagnostics~ | Protection~ | Configurations

Al v Search Q o -
Configurations
Cluster Settings. Cluster Update  Update History |
Configuration Updates ) Refresn
Service Processor =
Cluster Software (Data ONTAP) Update
Cluszer Peers
The update installs the selected Data ONTAP image on specified nodes. You Can downioad the soltware images from the NetApp Support site t0 an MTTP or FTP server on your network from which the image will be
High Availabisizy UPGated. The UPGATE CAn LakE SOME Tme CApendng on your Chuster Setup
Licenses Tell me more abaut preparing for a Daca ONTAP cluszer update
Cluszer Update
[ setect Vahdate Update
Date and Time
Cluster Version Details
SNMP .
Current Cluster Version: NetApp Release 5.1: Fri Dec 23 040931 UTC 2016
'V Show version detalis for nodes or MA pairs
Cluster User Details Nodes/MA Pair Data ONTAP Version =
Users SRA200_1/SRA200_2 Nethop Release 9.1: Fri Dec 23 040951 UTC 2016/Nethpp Release 9.1: .
Roles
Available Software images
€ No software images are available. Click Add to 834 an Image.
-
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Overall, the management interface on the NetApp AFF A200 is pleasant to use and had no hiccups
during our testing. It offers a browser and software-agnostic approach to work on really any type of
platform, including an iPhone (screenshot included below). While the mobile interface wasn't the
preferred way to manage the system, just the fact that you could if the need came up is impressive.
The interface is clean and easy to follow, with all areas we interacted with simple to flow through to
manage the array. While some interfaces might have a "newer" look or feel, the ONTAP WebGUI
keeps clutter to a minimum, and best of all, is very responsive and easy to jump through.

NetApp OnCommand System Manager Help ~ | Administration ~ | admin | Sign Out

‘ Dashboard ’ LUNs ‘ SVMs ’ Network = Hardware and Diagnostics~ | Protection~  C :AII k‘ N ]_Sean:h '|Q o -

SRA200 NetApp Release 9.1: Fri Dec 23 04:09:51 UTC 2016
A\ Alerts and Notifications @) Efficiency and Capacity

No alerts Efficiency Aggregate Volume

0 :CIuslef :" Savings from storage
' ' efficiency
2 License entitlement risk is medium
1 LIFs not at home 1:1
Logical space used: 10378

| Physical space used: 10.31 7B

47 Performance i Nodes

Cluster »

- Average ° -
0 2 Nodes

1
ot~ 09:59:50 - 0.09 ms/op

fcy (msfop)

» L T 1l amiana amn sana
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Perfomance
Application Workload Analysis

The application workload benchmarks for the NetApp AFF A200 consist of the MySQL OLTP
performance via SysBench and Microsoft SQL Server OLTP performance with a simulated TPC-C
workload.

Testing was performed over FC using four 16Gb links, with two connections per controller.
SQL Server Performance

Each SQL Server VM is configured with two vDisks: 100GB volume for boot and a 500GB volume for
the database and log files. From a system resource perspective, we configured each VM with 16
vCPUs, 64GB of DRAM and leveraged the LS| Logic SAS SCSI controller. While our Sysbench
workloads tested previously saturated the platform in both storage 1/0 and capacity, the SQL test is
looking for latency performance.

This test uses SQL Server 2014 running on Windows Server 2012 R2 guest VMs, and is stressed by
Quest's Benchmark Factory for Databases. While our traditional usage of this benchmark has been to
test large 3,000-scale databases on local or shared storage, in this iteration we focus on spreading
out four 1,500-scale databases evenly across the A200 (two VMs per controller).
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SQL Server Testing Configuration (per VM)

Windows Server 2012 R2
Storage Footprint: 600GB allocated, 500GB used
SQL Server 2014
o Database Size: 1,500 scale
o Virtual Client Load: 15,000
o RAM Buffer: 48GB
Test Length: 3 hours
o 2.5 hours preconditioning
o 30 minutes sample period

SQL Server OLTP Benchmark Factory LoadGen Equipment

« Dell PowerEdge R730 Virtualized SQL 4-node Cluster
o Eight Intel E5-2690 v3 CPUs for 249GHz in cluster (Two per node, 2.6GHz, 12-cores,
30MB Cache)
1TB RAM (256GB per node, 16GB x 16 DDR4, 128GB per CPU)
4 x Emulex 16GB dual-port FC HBA
4 x Emulex 10GbE dual-port NIC
VMware ESXi vSphere 6.5 / Enterprise Plus 8-CPU

o O O O
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Looking at transactional performance of the NetApp AFF A200 in our SQL Server test, the AFF A200
achieved results of 12,620.15 TPS with individual VMs ranging from 3,154.95 TPS to 3,155.113 TPS.
In data reduction mode, we saw similar results with the NetApp A200 hitting an aggregate score of
12,583.81 TPS, with individual VMs ranging from 3,145.29 TPS to 3,146.43 TPS.

SQL Server Output [TPS] 15k Virtual Users

Netapp A200 DR Aggregate

Y = -

Netapp A200 VM3 3,155.1

Netapp A200 VM1 3,155.1
Netapp A200 VM2 3,155.0
Netapp A200 VM4 3,155.0
Netapp A200 DR VM2 3,146.6
Netapp A200 DR VM1 3,146.4
Netapp A200 DR VM3 3,145.5

Netapp A200 DR VM4 3,145.3

o

1,273 2,545 3,818 5,091 6,364 7,636 8909 10,482 11,455 12,727 14,000
Transactions Per Second
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When looking at average latency, the A200 hit 11ms in all VMs, giving it an aggregate of 11ms as
well. In DR mode, the latency went up some, though that is to be expected with individual VMs
ranging from 24ms to 26ms, giving an aggregate score of 25ms.

SQL Server Output [Avg Latency] 15k Virtual Users

Netapp A200 VM4

-
-
o

Netapp A200 VM3

-
-
=]

Netapp A200 VM2

Netapp A200 VM1

-
-
o

Netapp A200 Aggregate

-
-
=]

-
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Sysbench Performance

Each Sysbench VM is configured with three vDisks, one for boot (~92GB), one with the pre-built
database (~447GB), and the third for the database under test (270GB). From a system resource
perspective, we configured each VM with 16 vCPUs, 60GB of DRAM and leveraged the LSI Logic
SAS SCSI controller. Load gen systems are Dell R730 servers; we range from four to eight in this
review, scaling servers per 4VM group.

Dell PowerEdge R730 Virtualized MySQL 4-5 node Cluster

8-10 Intel E5-2690 v3 CPUs for 249GHz in cluster (Two per node, 2.6GHz, 12-cores, 30MB
Cache)

1-1.25TB RAM (256GB per node, 16GB x 16 DDR4, 128GB per CPU)

4-5 x Emulex 16GB dual-port FC HBA

4-5 x Emulex 10GbE dual-port NIC

VMware ESXi vSphere 6.5 / Enterprise Plus 8-CPU

Sysbench Testing Configuration (per VM)

CentOS 6.3 64-bit
Storage Footprint: 1TB, 800GB used
Percona XtraDB 5.5.30-rel30.1
o Database Tables: 100
o Database Size: 10,000,000
o Database Threads: 32
o RAM Buffer: 24GB
Test Length: 3 hours
o 2 hours preconditioning 32 threads
o 1 hour 32 threads
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For Sysbench, we tested several sets of VMs including 4, 8, 16, and 20, and we ran Sysbench with
both the data reduction "On" and in the "Raw" form. For transactional performance, the NetApp A200
showed its best performance with 20VMs and the data reduction off, resulting in 9,695 TPS. With the
DR on, the A200 still hit 8,986 TPS at 20VMs.

Sysbench Average Transactions Per Second
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As far as average latency goes, obviously it is lower with fewer VMs, so the 4VM benchmarks had
17.84ms for the Raw and only 19.2ms for the DR. What is interesting is that at 20VMs, the difference
in the Raw and data reduction version was only about 5ms (66.02ms to 71.24ms).
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In our worst-case scenario latency benchmark, the A200 also had strong performance with the data
reduction version of 4VMs having the lowest latency at 48.43ms (though the Raw was only at

48.63ms). When raising the VM count to 20, the data reduction version only hit 180.27ms and the
Raw hit 172.6ms.
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VDBench Workload Analysis

When it comes to benchmarking storage arrays, application testing is best, and synthetic testing
comes in second place. While not a perfect representation of actual workloads, synthetic tests do
help to baseline storage devices with a repeatability factor that makes it easy to do apples-to-apples
comparison between competing solutions. NetApp shared their POC Toolkit with us during the review
of the AFF A200, which offers a range of different testing profiles ranging from "four corners" tests,
common database transfer size tests, as well as trace captures from different VDI environments. All
of these tests leverage the common vdBench workload generator, with a scripting engine to automate
and capture results over a large compute testing cluster. This allows us to repeat the same workloads
across a wide range of storage devices, including flash arrays and individual storage devices. On the
array side, we use our cluster of Dell PowerEdge R730 servers:

Profiles:

+ 4k Random Read: 100% Read, 128 threads, 0-120% iorate

« 4k Random Write: 100% Write, 64 threads, 0-120% iorate

« 64k Sequential Read: 100% Read, 16 threads, 0-120% iorate
« 64k Sequential Write: 100% Write, 8 threads, 0-120% iorate

« Synthetic Database: SQL and Oracle

« VDI Full Clone and Linked Clone Traces
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Looking at peak read performance, the NetApp AFF A200 offered exceptional low-latency 4k read
performance, measuring 0.31ms at the start, and staying below 1ms up to around 190k IOPS. At its
peak, the A200 measured 249k IOPS at a latency of 16.4ms.
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Looking at 4k peak write performance, the A200 started off with a latency of 0.34ms and stayed
below 1ms until it hit between 40K and 50K IOPS. At its peak, the A200 hit over 85K IOPS at 19.6ms
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Switching to 64k peak read, the A200 started off at 0.27ms latency and stayed below 1ms until it hit
above 48.5K IOPS. It peaked just over 60K IOPS with 8.5ms of latency. The A200 finished with a
bandwidth of 3.75GB/s.
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For 64k sequential peak write, the A200 started off at 0.49ms and stayed under 1ms until it hit just
over 6K IOPS. The A200 hit its peak at 19.7K IOPS with a latency of 12.85ms. The A200 also had a

bandwidth of 1.22GB/s at its peak.
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In our SQL workload, the A200 started its latency at 0.37ms and stayed under 1ms until just over
120K IOPS. It peaked at 179K IOPS and 5.7ms.
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In the SQL 90-10 benchmark, the A200 started with a latency of 0.37ms and stayed under 1ms until it
hit between 80K and 100K IOPS. The A200 peaked at 159K IOPS with 6.5ms latency.
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The SQL 80-20 saw the A200 start with a latency of 0.38ms and stay under 1ms until it moved over
60K IOPS. The A200 peaked at 131K IOPS with 7.8ms latency.
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With the Oracle Workload, the A200 started with a latency of 0.39ms and stayed under 1ms until it
went over 50K IOPS. The A200 peaked at 125K IOPS with a latency of 10.2ms.
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With the Oracle 90-10, the A200 started off at a latency of 0.37ms and stayed under 1ms until it was
just under 100K IOPS. It peaked at 155K IOPS with a latency of 4.2ms.
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With the Oracle 80-20, the A200 started off at a latency of 0.38ms and stayed under 1ms until it was

just under 65K IOPS. It peaked at 129K |IOPS with a latency of 4.9ms.
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Switching over to VDI Full Clone, the boot test showed the A200 starting with a latency of 0.35ms and
staying under 1ms until around 52K IOPS. The A200 peaked at 122K IOPS with a latency of 8.6ms.
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The VDI Full Clone initial login started off at 0.41ms latency and stayed under 1ms until around 22K
IOPS. The A200 peaked at 48K IOPS with a latency of 18.6ms.
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The VDI Full Clone Monday login started off at 0.48ms latency, staying under 1ms until over 20K
IOPS. It peaked at 49K IOPS with 10.4ms.
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Moving over to VDI Full Clone, the boot test showed performance staying under 1ms up to roughly
49k IOPS, and later topping out at a peak of 95.7k IOPS with an average latency of 5.13ms.
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In the Linked Clone VDI profile measuring Initial Login performance, we saw sub-ms latency up till
around 18.8k IOPS, where it further increased to 36.8k IOPS at 6.95ms at its peak.
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In our last profile looking at VDI Linked Clone Monday Login performance, we see the 1ms barrier
transition happening at around 17.5k IOPS, where the workload continued to increase to its peak at

37.4k IOPS and 13.3ms average latency.
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Conclusion

The NetApp AFF A200 is an entry-level array for small organizations that are either looking to begin
with or migrate to all-flash storage, or as a nice option for remote/branch offices. The A200 is a dual-
controller platform powered by six-core Intel Broadwell-DE processors and upward of 64GB of
memory. From a capacity perspective, the A200 has 24 2.5” bays for SAS flash drives. The array
supports up to 15TB drives, bringing a total raw capacity up to 367TB, although effective capacity is
much higher with data reduction. Moreover, NetApp offers a guaranteed storage efficiency reduction
of 4:1. The A200 also can add capacity through a DS224C expansion shelf. The array runs on
NetApp’'s ONTAP operating system.

Looking at performance, we ran both our usual application workload analyses including SQL Server
and Sysbench application workloads, as well as newly introduced VDBench Workload Analysis
synthetic benchmarks. NetApp shared their POC Toolkit with us for the review, giving us an easier
way to kick off workloads across multiple servers, and making it easier to test faster arrays in a
consistent manner going forward.

With our application workloads, we test the array both with and without the inline data reduction
services (DR) turned on. In our transactional benchmark for SQL Server, the impact of the DR was
minimal with the aggregate score being 12,620.1 TPS raw and 12,583.8 TPS with the DR on.
Individual VMs ranged from 3,145.3 TPS to 3,155.1 TPS. With SQL Server average latency, we saw
the latency doubling with the DR on; the raw running 11ms (both individual and in aggregate), and the
DR having an aggregate of 25ms. With Sysbench, we ran several sets of VM scaling including 4, 8,
16, and 20. At the lowest scale of 4VMs, the NetApp performed quite well, offering strong
performance without having to fully saturate the array. The raw performance at 4VMs was 7,175 TPS,
with an average latency of 17.84ms and worst-case latency of 48.63ms. On the other end with
20VMs, the raw hit 9,695 TPS with a latency of 66.02ms and a worst-case latency of 172.6ms. Again,
there wasn’t a tremendous difference with the DR on, though the raw performed better in all the tests.

Looking at VDBench tests performed with data reduction services turned on, it was impressive to see
such strong performance at sub-millisecond latency. In random 4K, the A200 hit 40K IOPS before
going over 1ms of latency in write, and in read, the A200 made it to 190K before going over 1ms of
latency. This trend continued throughout the rest of the benchmarks. In 64K sequential tests, the
A200 was able to hit 48K IOPS below 1ms latency in read, and in write, it hit almost 20K IOPS below
1ms latency (the test also finished with bandwidth speeds of 3.75GB/s read and 1.22GB/s write). We
ran three SQL workloads at 100% read, 90% read and 10% write, and 80% read and 20% write, with
the A200 hitting scores of 120K IOPS, 80K IOPS, and 60K IOPS respectively, all under 1ms of
latency. Running the same three tests with an Oracle workload, we saw the A200 hit 50K IOPS, 100K
IOPS, and 65K IOPS under 1ms of latency. We also ran VDI Full Clone and Linked Clone
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benchmarks for Boot, Initial Login, and Monday Login. The A200 was able to hit 52K IOPS, 22K
IOPS, and 20K IOPS under 1ms latency in Full Clone, and 49K IOPS, 18K IOPS, and 17K IOPS
under 1ms latency in Linked Clone. NetApp is quick to comment how much optimization goes on
behind the scenes to tune for workloads, and you can see this play out in every test we ran on the
A200--even with full inline data reduction in play.

After all of these workloads and the many weeks of testing in our lab, one thing is patently clear: the
migration to all-flash systems has been transformational for NetApp. Some of the improvement is the
uplift flash offers, but a lot of it is thanks to ONTAP improvements. Wherever the credit lies, the end
product is absolutely fantastic. The midmarket segment for storage is amazingly competitive; there
are a smattering of startups, software-defined options, and the rest of the usual suspects. If you're
looking to spend under six figures on storage, you could be forgiven for not looking at NetApp past a
casual glance in this segment. That would, however, be a tragic mistake, as the A200 simply crushes.
Delivering phenomenal performance under a millisecond is one thing, but here's the important

part: NetApp is doing it with data reduction services turned on to get to that 4:1 capacity guarantee.
This is not trivial; many other arrays either fall very flat with data reduction on, or simply don't offer it.
Our entry-level A200 with the lowest capacity drives offered up 15.5TB across two 7.75TB pools,
meaning we'd have a top-end capacity of 62TB if we hit that 4:1 target and over a petabyte with the
15TB drives NetApp offers. Pretty impressive reach for a 2U midmarket box. Performance, combined
with a deep and mature set of data services, makes the A200 an easy choice as our second Editor's
Choice winner of 2017.
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Pros

Up to 367TB in a 2U footprint (before 4:1 data efficiency)

Data reduction technologies had minimal impact on application workload benchmarks
Tremendous performance at sub-millisecond latencies in VDBench

Mature set of data services and integrations

Cons

« Missing a 1.92TB SSD option to hit the price gap between the 960GB and 3.8TB
configurations

The Bottom Line

The NetApp AFF A200 is an ideal unified storage solution for the mid-market that requires an
uncompromising mix of application responsiveness, backed by an extensive list of thoroughbred data
services.
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